Quantifying Information Modification in Developing Neural Networks via Partial Information Decomposition
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Abstract: Information processing performed by any system can be conceptually decomposed into the transfer, storage and modification of information—an idea dating all the way back to the work of Alan Turing. However, formal information theoretic definitions until very recently were only available for information transfer and storage, not for modification. This has changed with the extension of Shannon information theory via the decomposition of the mutual information between inputs to and the output of a process into unique, shared and synergistic contributions from the inputs, called a partial information decomposition (PID). The synergistic contribution in particular has been identified as the basis for a definition of information modification. We here review the requirements for a functional definition of information modification in neuroscience, and apply a recently proposed measure of information modification to investigate the developmental trajectory of information modification in a culture of neurons vitro, using partial information decomposition. We found that modification rose with maturation, but ultimately collapsed when redundant information among neurons took over. This indicates that this particular developing neural system initially developed intricate processing capabilities, but ultimately displayed information processing that was highly similar across neurons, possibly due to a lack of external inputs. We close by pointing out the enormous promise PID and the analysis of information modification hold for the understanding of neural systems.
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1. Introduction

Shannon’s quantitative description of information and its transmission through a communication channel via the entropy and the channel capacity, respectively, has drawn considerable interest from the field of neuroscience from the very beginning. This is because information processing in neural systems is typically performed in a highly distributed way by many communicating processing elements, the neurons.

However, in contrast to a channel in Shannon’s sense, the purpose of dendritic connections in a neural system is not to simply relay information for the sake of reliable communication. Instead, communication between neurons serves the purpose of collecting multiple streams of information at a neural processing element that modifies this information, i.e., that synthesizes the
incoming streams into output information that is not available from any of these streams in isolation. This becomes immediately clear when looking at the meshed structure of nervous systems, where multiple communication streams converge on single neurons, and where neural output signals are sent in a divergent manner to many different receiving neurons. This structure differs dramatically from a structure solely focused on the reliable transmission of information where many parallel, but non-interacting streams would suffice. Thus, the meshed architecture seems to have evolved to “fuse” information from different input sources (including a neuron’s recent spiking history and its current state) in a nontrivial way, e.g., other than simply multiplexing it in the output. In other words, the distributed computation in neural systems may heavily rely on information modification [1].

Attempts at formally defining information modification have presented a considerable challenge, however, in contrast to the well established measures of information transfer [2–6] and active information storage [7–9]. This is because identifying the “modified” information in the output of a processing element amounts to distinguishing it from the information from any input that survives the passage through the processor in unmodified form. These unmodified parts, in turn, may either come uniquely from one of the inputs, uniquely from another input (unique mutual information between an input and the output), or may be provided by multiple inputs simultaneously (shared mutual information between several inputs and the output). A decomposition of the mutual information between the inputs and the output of this kind is called a partial information decomposition (PID) [10] (Some authors prefer the simpler term “information decomposition”, also in this special issue.).

In a PID, the problem of identifying modified information is equivalent to identifying the part of the (joint) mutual information that is not unique mutual information from one or another input, and that is also not shared mutual information from multiple inputs. This remaining part has been termed synergistic mutual information in the work of Williams and Beer [10], and has been identified with information modification in [11] for the reasons given above.

The recent pioneering work by Williams and Beer [10] revealed that the standard axioms of information theory do not uniquely define the unique, shared and synergistic contributions to the mutual information, and that additional axioms must be chosen for its meaningful decomposition. Among several possible choices of additional axioms or assumptions available at the time of this study (see Section 4.1) we here adhere to the definition given independently by Bertschinger, Rauh, Olbrich, Jost, and Ay (“BROJA-measure”, [12]) and Griffith and Koch [13]. Our decision is based on two properties of the BROJA measure that seem necessary for an application to the problem of information modification as described above: first, in their definition, the presence of non-zero synergistic mutual information for the case of two inputs and one output cannot be deduced from the (two) marginal distributions of one input and one output variable. This property distinguishes the BROJA measure from the others available at the time; Bertschinger et al. [12] referred to it as Assumption (**), and showed that the BROJA measure is the only measure that satisfies both Assumption (*) and (**), where Assumption (*) indicates that the existence of unique information only depends on the pairwise marginal distributions between the individual inputs and the output. The measures from Williams and Beer [10] and Harder et al. [14] only satisfy Assumption (*), but not (**)—see [12] for details. Second, the BROJA measure is placed on a rigorous mathematical footing, being derived directly from the aforementioned Assumption (*) rather than postulated ad hoc; furthermore, it has an operational interpretation in terms of expected utilities from the output based on knowledge of only each input, and many mathematical properties proven.

In our proof-of-principle study, we apply the BROJA decomposition of mutual information to the analysis of the emergent information processing in self-organizing neural cultures, and show that these novel information theoretic concepts indeed provide a meaningful contribution to our understanding of neural computation in this system.
2. Methods

In the following, we consider the neural data produced by two neurons as coming from two stationary random processes $X_1$, $X_2$, composed of random variables $X_1(i)$ and $X_2(i)$, $i = 1 \ldots n$, with realizations $x_1(i), x_2(i)$. The corresponding embedding or state space vectors are given in bold font, e.g., $\mathbf{x}^i(i) = \{x(i), x(i-1) \ldots x(i-l+1)\}$. The state space vector $\mathbf{x}^i(i)$ is constructed such that it renders the variable $x(i+1)$ conditionally independent of all random variables $x(j)$ with $j < i-l+1$, i.e., $p(x(i+1)|\mathbf{x}^i(i), x(j)) = p(x(i+1)|\mathbf{x}^i(i))$.

2.1. Definition and Estimation of Unique, Shared and Synergistic Mutual Information

For two input random variables $X_1$, $X_2$ and an output random variable $Y$ (Figure 1), Bertschinger et al. [12] defined the four unique, shared and synergistic contributions to the joint mutual information $I(Y : X_1, X_2)$ as:

$$I_{\text{unq}}(Y : X_1 \setminus X_2) := \min_{Q \in \Delta_Q} I_Q(Y : X_1 | X_2)$$

$$I_{\text{unq}}(Y : X_2 \setminus X_1) := \min_{Q \in \Delta_Q} I_Q(Y : X_2 | X_1)$$

$$I_{\text{shd}}(Y : X_1; X_2) := \max_{Q \in \Delta_Q} (I(Y : X_1) - I(Y : X_1 | X_2))$$

$$I_{\text{syn}}(Y : X_1; X_2) := I(Y : (X_1, X_2)) - \min_{Q \in \Delta_Q} I_Q(Y : (X_1, X_2)),$$

where $I$ is the standard mutual or conditional mutual information [15,16], $I_{\text{unq}}$ is the unique, $I_{\text{shd}}$ the shared, and $I_{\text{syn}}$ the synergistic mutual information. In our notation, the comma separates variables within a set that are considered jointly, the colon separates the (sets of) random variables between which the mutual information is computed, while the semicolon or backslash separates sets of random variables that we are decomposing such mutual information across. For the latter, the semicolon is used for measures where the sets of random variables are considered symmetrically (i.e., shared and synergistic information), while the backslash is used for asymmetric cases (i.e., unique information in one but not the other). $\Delta_Q$ in the above definitions is the space of probability distributions $Q$ that have the same pairwise marginal distributions between each input and the output as the original joint distribution $P$ of $X_1, X_2, Y$, i.e.:

$$\Delta_P = \{ Q \in \Delta : Q(X_1 = x_1, Y = y) = P(X_1 = x_1, Y = y)$$

$$\text{and } Q(X_2 = x_2, Y = y) = P(X_2 = x_2, Y = y) \}.$$

![Figure 1](image-url). Decomposition of the joint mutual information between two input variables $X_1, X_2$ and the output variable $Y$. Modified from [17], CC-BY license.
2.2. Mapping of Neural Recordings to Input and Output Variables for PID, and Definition of Information Modification

In our application to developing neural cultures, we always consider two spike trains (A, B) at a time: the past state of the spike train A, $X^-_A$, is one of the input variables and the past state of a spike train B, $X^-_B$, is considered as the other input variable. Empirically, these states are usually constructed using the aforementioned embedding or state space vectors $x^l(i)$ of length $l$. The output variable $X^+_A$ is simply spike train A’s current spiking behavior (spiking or not).

This output variable is computed from external inputs ($X^-_B$) as well as the output variable’s own history $X^-_A$. When analyzing this computation, one wishes to focus on the operations of information storage, transfer and modification, in alignment with established views of distributed information processing in complex systems [18, 19]. In this study, specifically, we will focus on information modification, yet we first need to decompose the output variable in terms of information storage and information transfer, where the latter will also contain the information modification (see [11] and Figure 2):

$$I(X^+_A : X^-_A, X^-_B) = I(X^+_A : X^-_A) + I(X^+_A : X^-_B | X^-_A).$$ (6)

Here, $I(X^+_A : X^-_A)$ is the active information storage [7], the predictive information from the past state of the variable to its next value. Then, $I(X^+_A : X^-_B | X^-_A)$ is the transfer entropy [2], the predictive information from the past of the other source B to the next value of A, in the context of the past of A.

In order to identify information modification, we need to take this decomposition further to reveal two sub-components of each of these information storage and transfer terms. These sub-components result from a partial information decomposition of $I(X^+_A : X^-_A, X^-_B)$ into four parts (see Figure 2):

1. The unique mutual information of the output spike train’s own past $I_{unq}(X^+_A : X^-_A \setminus X^-_B)$—this can be considered as information uniquely stored in the past output of the spike train that reappears at the present sample.
2. The unique information from the other spike train $I_{unq}(X^+_A : X^-_B \setminus X^-_A)$—this is the information that is transferred unmodified from the input to the output of the receiving spike train (also known as the state independent transfer entropy [20]).
3. The shared mutual information about the output of spike train A that can be obtained both from the past states of spike train A and of spike train B, $I_{shd}(X^+_A : X^-_B ; X^-_A)$—this is information that is redundantly stored in the past of both spike trains and that reappears at the present sample.
4. The synergistic mutual information $I_{syn}(X^+_A : X^-_B ; X^-_A)$, i.e., the information in the output of spike train A, $X^+_A$, that can only be obtained when having knowledge about both the past state of the external input, $X^-_B$, and the past state of the receiving spike train, $X^-_A$. (This is also known as the state dependent transfer entropy [20]).

![Figure 2](image-url)
We see that Components 1 and 3 above form the active information storage in Equation (6), while Components 2 and 4 form the transfer entropy term. Component 4, as the synergistic mutual information contributed by the storage and the transfer source, is what we consider to be the modified information (following [11]). The same underlying definition of information modification from [11] was used by Timme et al. [21] in an earlier study of dynamics of spiking activity of neural cultures, yet with another PID measure and considering multiple external inputs to a neuron (see discussion for further details).

2.3. PID Estimation

PID terms were estimated by minimizing the conditional mutual information as indicated in the first equation of the system 1. To perform the minimization, we used a stochastic approach where alternative trial distributions in $\Delta P$ are created by swapping probability mass $\delta p$ between the symbols of the current distribution such that the constraints defining $\Delta P$ are satisfied. If this swap of probability mass leads to a reduction in the conditional mutual information, the trial distribution is made the current distribution, and a new trial distribution is created. If the trial distribution fails to reduce the conditional mutual information, then a new trial distribution is created from the current distribution. This latter process is repeated for a maximum of $n$ unsuccessful swaps in a row (here $n = 20,000$), with a reset of the counter in case of a successful swap. If after these trials no reduction is reached, then we assume that we have found the optimum possible with the current increment in probability mass $\delta p$ and that a finer resolution is needed. Hence, the increment is halved: $\delta p \leftarrow \delta p / 2$. This process starts with an initial $\delta p$ equal to the largest probability mass assigned to any symbol in the distribution $P$, and is repeated until the numerical precision of the machine or programming language is exhausted (here, we performed 63 divisions of the original $\delta p$ by a factor of 2, using Numpy 1.11.2 under Python 3.4.3 and 128-bit floating point numbers). The algorithm is available in the open source toolbox IDTxl [22]. We note that better solutions based on convex optimization exist (see Makkeh et al. [23] in this special issue) and that these are implemented in newer versions of IDTxl; at the time of performing this study, however, these implementations were not available to us yet.

2.4. Statistical Testing

Results obtained for the joint mutual information, and for the four PID measures normalized by the joint mutual information, were subjected to pairwise statistical tests for differences in the median between recordings days (see Section 2.5) by means of permutation tests. An uncorrected $p$-value of $p < 5 \times 10^{-4}$, corresponding to $p$-value of $p < 0.05$ with Bonferroni correction for multiple comparisons across five measures, and 20 pairs of recording days, was considered significant.

We normalized the PID values to remove influences from changes in the overall activity of the culture (that change the entropy of the inputs) and to abstract from changes in the overall joint mutual information. Note that we did not test these normalized PID values for significance against surrogate data, as the focus here was on changes with development of the culture. Moreover, the four normalized PID terms analyzed here are not independent from each other, but instead sum up to a value of 1, making the construction of a meaningful statistical test difficult.

2.5. Electrophysiological Data—Acquisition and Preprocessing

The spike recordings were obtained by Wagenaar et al. [24] from a single in vitro culture of $M \approx 50,000$ cortical neurons. The data are available online at [25]; of the data provided in this repository, we used culture/experiment “2-1”, days 7, 14, 21, 28, and 34. Details on the preparation, maintenance and recording setting can be found in the original publication. In brief, cultures were prepared from embryonic E18 rat cortical tissue. Recordings lasted more than 30 min. The recording system comprised an $8 \times 8$ array of 59 titanium nitride electrodes with 30 $\mu m$ diameter and 200 $\mu m$ inter-electrode spacing, manufactured by Multichannel Systems (Reutlingen, Germany). As described in the original publication, spikes were detected online using a threshold based detector as upward
or downward excursions beyond 4.5 times the estimated root mean squared (RMS) noise [26]. Spike waveforms were stored, and used to remove duplicate detections of multiphasic spikes. Spike sorting was not employed, and thus spike data represent multi-unit activity. To obtain a tractable amount of data, we randomly picked spike time series from the dataset, and of these only selected those that developed at least a moderate level of activity with maturation of the culture (channels 01, 02, 03, 04, 05, 07, 11, 13, 14, 16, 19, 50, 53, 57, 58, 60), to guarantee a certain level of (Shannon) information to be present. In total, our analyses comprise 16 spike time series, i.e., 240 pairs of spike time series.

From these spike time series, the realizations $x_A^+(i)$ of the random variable $X_A^+(i)$ were constructed by applying bins of 8 ms length; empty bins were denoted by zeros, whereas bins that contained at least one spike were denoted with ones. The corresponding approximate past state vectors $x_{A/B}^{-1}(i)$ were constructed with finite past length $l = 3$, and to balance the need for low dimensionality for an unbiased estimate and a coverage of as much past history as possible, three past bins of size 8 ms, 32 ms and 32 ms were defined, where the shortest bin was the bin closest to $i$, and where both the 8 ms and the two 32 ms bins were set to one or zero depending on whether or not a spike occurred anywhere within these bins. This approach to cover a longer history at a low dimensionality amounts to a compressing of the information in the history of the process, aiming to retain what we perceive to be the most relevant information. This approach is similar to the one used by Timme et al. [27], except for the use of nonuniform binwidths in our case. Alternative approaches to large bin widths exist that are either based (i) on nonuniform embedding, picking the most informative past samples (or bins with a small width on the order of the inverse sampling rate) from a collection of candidates (e.g., [28–30]), and the IDT toolkit [22]; or (ii) on varying the lag between an a vector of evenly spaced past bins and the current sample [4,31,32], but both of these approaches might be less suitable for relatively sparse binary data, such as spike trains.

3. Results

3.1. PID of Information Processing in Neural Cultures

From the original report by Wagenaar et al. [26], the following aspects of the development of the “dense” culture analyzed here can be observed: (i) by preparation, neurons were unconnected and mostly silent at first; then (ii) show spontaneous activity and begin to be connected (compare the increase of mutual information between inputs and outputs in Figure 3); later, they (iii) become densely connected and thereby strongly responsive to each other’s spiking activity (Quote from [26]: “We . . . found that functional projections grew rapidly during the first week in vitro in dense cultures, reaching across the entire array within 15 days (Figure 9)”; while, in a last stage, (iv) connectivity often leads to activity pattern where all neurons become simultaneously active in large, culture spanning bursts of activity. This can, for example, be seen for data used here in the development of large, system spanning neural avalanches with maturation of the culture (see Figure 4 in [33] and Figure 13 in the corresponding preprint [34]; for the definition of neural avalanches as used here, see [35]). The number of such system spanning avalanches was [0, 0, 7, 50, 73] for the five recording weeks. At the same time, the mean avalanche sizes (defined in [35]) also increased as (1.05, 1.31, 1.81, 4.39, 3.42)—note the jump from week 2 to 3 in both measures, and compare to the normalized shared information in Figure 4.

From the viewpoint of partial information decomposition, we hypothesized that stages (i) and (ii) should be characterized by a high fraction of unique information from a neuron’s own history because neurons that do not yet receive sufficient input to trigger their firing can only have unique mutual information with their own history.

Unique information from other neuron’s inputs, and also synergy between both neurons’ past states should be visible in stage (iii) because we assume that neurons, even in vitro are wired to fuse information from multiple sources with their the information of their own state. Thus, we expected non-trivial computation in the form of synergy to be visible as long as the input distributions are sufficiently different from a neuron’s own history.
Figure 3. **Left**: development of the joint mutual information with network maturation. Grey symbols and lines—joint mutual information (MI) from individual pairs of spike time series, red symbols—median over all pairs. Horizontal black lines connect significantly different pairs of median values ($p < 0.05$, permutation test, Bonferroni corrected for multiple comparisons); **Right**: magnification of the joint mutual information estimates in the first two recording weeks. Note that the three large outliers from week 2 have been omitted from the plot. These tiny, but non-zero, values form the basis for the normalized non-zero PID terms presented in Figure 4—also leading to considerable variance there.

Figure 4. **Development of normalized PID contributions (i.e., PID terms normalized by the joint mutual information)** with network maturation. Grey symbols and lines—PID values from individual pairs of spike time series, red symbols—median over all pairs. Horizontal black lines connect significantly different pairs of median values ($p < 0.05$, permutation test, Bonferroni corrected for multiple comparisons). On the lower right, note the sudden increase in normalized shared mutual information from week 2 to 3 that coincides with the onset of system spanning neural avalanches (see text).

In the last stage (iv), partial information decomposition should then be dominated by shared mutual information because when all input distributions are more or less identical and highly correlated, then there can only be shared information (at least when using the BROJA measure).

From preliminary investigations [36], we also expected the joint mutual information between both inputs and the output to rise. Given the caveat that we analyzed multi-unit activity here, instead of single units (i.e., single neurons) obtained by spike sorting, our results comply with these hypotheses: the initial two recording weeks were dominated by unique information from a spike time series’ own history, while, in intermediate recording weeks, synergistic and shared information were dominant, and shared information finally prevailed in the last two recordings (Figure 3 shows the joint
mutual information, with the normalized PID contributions to this shown in Figure 4 and raw PID contributions in Figure 5).

![Figure 5](image)

**Figure 5.** Development of raw PID contributions with network maturation. Grey symbols and lines—PID values from individual pairs of spike time series, blue symbols—median over all pairs. Note that we do not provide statistical tests here as the visible differences are heavily influenced by the corresponding differences in the joint mutual information (see Figure 3).

4. Discussion

We here applied PID to neural spike recordings with the objective to compute a measure of information modification, and, for the first time, to assess its face validity given what is already known about information processing in developing neural cultures. Our analyses of the synergistic part of the mutual information between information storage and transfer sources, which we see as a promising candidate measure of information modification, complied with our intuition on how information modification should rise with development as neurons get connected and their synaptic weights adapt to the environment of the culture (i.e., with a lack of external input to the culture). The end of this rise in (relative) information modification and a final drop caused by a jump in the (relative) shared part in the mutual information was also expected given that a computation must always be understood as the composition of a mechanism and an input distribution. This input distribution is well known to get more and more similar over neurons as the culture approaches the typical bursting behavior that synchronizes all activity. With all input distributions being similar in this way, there is reduced scope for modifying information—hence the observed drop in the last recording week. In summary, the partial information decomposition used here and the results for its synergistic part capture well our intuition of what should happen in this simple neural system. This increases confidence in the usefulness and interpretability of PID measures in the analysis of neural data from more complex neural systems.

Two additional aspects seem important here: first, our analyses underline one of the key theoretical advances of PID, that all four PID terms, and especially shared and synergistic ones, can coexist simultaneously—a fact overlooked in early attempts to define shared (or ‘redundant’) and synergistic contributions to the mutual information (see references in [10]); second, no knowledge on the typical development of neural cultures was necessary to arrive at our PID results; in other words, the development of computation in the culture could have been derived from our PID analysis alone.
This makes PID of neural activity a useful first step when investigating the computational architecture of a neural system.

In the sections below, we discuss some caveats to consider with this relatively young analysis technique, where several competing definitions of a PID coexist, not all of them equally suitable for computing information modification [11]. We also expand on the aforementioned relation between measures of information transfer and modification. Moreover, we would like to highlight and expand on the fact that a computation is a composition of an input distribution and a mechanism working on these inputs. Neglecting the importance of the input distribution and understanding a PID as directly describing a computational mechanism is a frequent misunderstanding that we would like to clarify here. We close by highlighting potential uses of PID in neuroscience.

4.1. Which Definition of Synergistic Mutual Information to Use?

In contrast to earlier studies of synergy or information modification in neural data [21,37], we here used the definition of unique, shared and synergistic mutual information as given by Bertschinger et al. [12] and by Griffith and Koch [13] (BROJA-decomposition). As initially outlined, in our view, this definition was the only published one at the time of experiment that had the properties necessary for a mapping between information modification and the synergistic part of the mutual information, and is sufficiently easy to compute because of the convexity of the underlying optimization.

However, the BROJA definition has also been criticized because a decomposition is only possible for the case of two inputs (although these inputs themselves can be arbitrarily large groups of variables). We consider this an acceptable restriction for some purposes in neuroscience as it seems to map well to the properties of cortical neurons; for example, the pyramidal neurons of the neocortex keep exactly two classes of inputs separate via their apical and basal dendrites (see [17,38,39] and references therein). In addition, as long as one is only interested in the computations performed by a neuron based on its own history and all its inputs considered together as one (vector-valued) input variable, this framework is sufficient (see, for example, the treatment of this case in the theoretical study presented in [17]).

In contrast to the BROJA-decomposition, Williams and Beer suggested in their original work [10] an alternative definition that allowed the decomposition of the mutual information between multiple inputs (considered separately, not as a group) and an output into a partial order (a mathematical “lattice”) of shared information terms. While this decomposition into a lattice of terms clearly is desirable, the measure of shared information given by Williams and Beer [10] (known as $I_{\min}$) also has several properties that have been questioned. First, it does not respect the locality of information, i.e., point-wise interpretations of this shared information are not continuous with respect to the underlying probability distribution functions [11]. Second, it suggests the presence of shared information in situations where in each realization only a single source ever holds non-zero information about a target [40]. We note that the latter is an issue for the BROJA-decomposition as well.

Third, several authors have questioned the presence of non-zero shared mutual information under $I_{\min}$ when there is no pairwise mutual information between the inputs themselves while the output is a simple collection of these inputs (known as “two bit copy”). A desire for zero shared mutual information in this case was formalized in a so-called identity axiom by Harder et al. [14]. This axiom suggests that if two inputs $X_1, X_2$ with no mutual information between them ($I(X_1 : X_2) = 0$) are combined into an output that is simply their collection, i.e., $Y = \{X_1, X_2\}$ then the shared part of the joint mutual information $I(Y : X_1, X_2)$ must be zero. However there are significant arguments against the inclusion of such an axiom, and in support of the presence of shared information in the two bit copy problem; see, e.g., Bertschinger et al. [41], and, in this issue, by Ince [42] and Finn et al. [40]. For example, there can be no measure of redundant information that simultaneously satisfies the original three PID axioms, has non-negative PI atoms, and possesses the identity property [43].
Debates continue on this aspect, and, in the future, it will be interesting to check the consistency of results reported here with respect to alternative decompositions, such as those presented by Finn et al. [40] or Ince [42] in this issue.

In summary, the BROJA measure used in this study has several appealing properties, yet it lacks the ability to decompose the information of more than two input variables into a lattice. Several contributions to this special issue present progress on lattice-compatible distributions [40,42] and also investigate the consequences of the symmetrical, or asymmetrical treatment of information sources and targets [44] (also see the work of Olbrich et al. [45] on this topic).

4.2. Previous Studies of Information Modification in Neural Data

Timme et al. [21] studied information modification in the dynamics of spiking activity of neural cultures with a focus on the relation between information modification at a neuron and its position in the underling (effective) network structure. They report, for example, that neurons which modify “large amounts of information tended to receive connections from high out-degree neurons”. Both their study and ours have in common the same underlying definition of information modification [11]. Their study differs slightly from ours in examining synergy between two external inputs to a neuron, conditional on that neuron’s past, whereas we examine synergy between one external input and the receiving neuron’s past. A more important difference between their study and ours, however, is the choice of PID measure (see above). Specifically, they used the Williams and Beer $I_{\text{min}}$ measure, in contrast to the BROJA measure used here—see Section 4.1 for details on the consequences of these choices.

Another important difference is the use of multi unit activity in our study, while Timme et al. [21] used spike sorted data that represents the activity of single neurons. However, for the data-set we used, spike extraction was relatively conservative, using a high threshold and removing events with spurious waveforms [26]. This resulted in a relatively low average multi-unit activity of less than 3.5 Hz. This is comparable to the mean rate of 2.1 Hz reported by Timme et al. [21]. From this, we estimate that only one or two close by neurons typically contribute to the recorded multi-unit activity. Thus, this difference may be relatively minor in practice. Conceptually, however, the information contained in single and multi-unit activity clearly differs in interpretation—see the next section for the more details.

We also note that there are earlier applications of the concept of synergy (meant as synergistic mutual information) to neural data (e.g., [46–49]) that relied on the computation of interaction information. However, when interpreting these studies, it should be kept in mind that these report the difference between shared information and synergistic information—as detailed by Williams and Beer [10]. If both are present in the data (a possibility that may simply have been overlooked by most researchers before Williams and Beer [10]), then this view of a ‘net-synergy’ only gives a partial view of the coding principles involved.

4.3. Information Represented by Multi and Single Unit Data

As detailed in the methods section, we performed our analyses on multi unit activity, i.e., we considered all spiking activity picked up by a recording electrode—potentially coming from multiple neurons. Thus, the information processing analyzed here is that of a cluster of neurons close to the recording electrodes, but not that of individual neurons, limiting the direct interpretation of our results. This problem can be alleviated by using spike sorting algorithms, e.g., based on the individual waveforms to assign each spike to an individual neuron, and then analyzing only the spikes of individual neurons. This has indeed been done in the study by Timme et al. [21] and improves the interpretation of the results in terms of neural coding. Ideally, it should be included in follow-up studies on information modification via PID as well. However, as the multi-unit activity reported here most likely contained only one or two single units (see previous section), we expect very similar results for an analysis of single units.
4.4. Measured Information Modification versus the Capacity of a Mechanism for Modifying Information

To appreciate the findings of the current study, it is important to realize that any computation is a composition of (i) a mechanism and (ii) an input distribution. As an extreme example, take an “exclusive or” (XOR)-gate, which has only one bit of synergy when fed by two uniformly distributed random bit inputs. However, when we clamp one of these inputs, for example \( X_1 \), to producing just ‘0s, then all the information (still one bit of joint mutual information) is unique information from the other input \( X_2 \). This result must hold for all PID measures by virtue of the equations linking classic mutual information terms and PID terms (Equations (1)–(3) in [12], also consult Figure 1), and due to the fact that the mutual information of the clamped input and the output must be equal to or smaller than the entropy of that input, which is zero. Feeding the XOR gate with an alternative input distribution \( p_b(x_1, x_2) \) of the form \( p_b(0, 1) = 3/8, \ p_b(1, 1) = 3/8, \ p_b(0, 0) = p_b(1, 0) = 1/8 \) yields 0.811 bits of synergy and 0.188 of unique information from \( x_1 \), using the BROJA PID.

Another simple example would be a logical conjunction (AND)-gate fed by two different input distributions: when fed by two independent streams of input bits with uniform probabilities of zeros and ones, the BROJA PID results in 0.5 bit of synergy and 0.311 bit of shared information [12]. Feeding the same mechanism with an alternative input distribution \( p_b(x_1, x_2) \) of the following form: \( p_b(0, 0) = 3/8, \ p_b(1, 1) = 3/8, \ p_b(0, 1) = p_b(1, 0) = 1/8 \) results in approximately 0.406 bit of synergy and 0.549 bit of shared information as measured by the BROJA PID.

This dependence of the PID on the input distribution means that describing a computation in terms of information modification via the synergistic information describes the joint operation of input distribution and mechanism (with the consequences related to bursting activity in neural cultures that were noted above). Indeed, this is the correct information theoretic description of how the system modified information in the specific computation reflected in the data. This description does not, however, inform us about how much information modification the mechanism performing the computation is capable of in principle. This is analogous to the situation of a communication channel in Shannon’s theory where the mutual information \( I_{P_X}(X : Y) \) between the input \( X \) and the output \( Y \) of a channel informs us about how much information is actually communicated across the channel when it is fed by the input distribution \( P_X \). However, \( I_{P_X}(X : Y) \) will not inform us about how much information we could in principle communicate across the channel, i.e., the capacity of the channel defined by:

\[
C = \arg \max_{P_X} I_{P_X}(X : Y).
\]

Thus, for describing the potential of a mechanism to modify information, we must define an information modification capacity in analogy to the definition of an information transmission capacity (Equation (7)) by maximizing the synergistic mutual information over all input distributions as:

\[
C_{\text{mod}} = \arg \max_{P_X} I_{\text{syn}}(Y^+ : Y^−; X^-),
\]

\[
= \arg \max_{P_{Y^+; X^-}} \left[ I(Y^+ : (Y^-, X^-)) - \min_{Q \in \Delta_{P_{Y^+; X^-}}} I_Q(Y^+ : (Y^-, X^-)) \right].
\]

How tractable the double optimization process implied in Equation (9) is in practice and whether analytical simplifications can be derived remains the topic of future work. However, other measures of PID that do not rely on an optimization over the space of probability distributions (such as the one by Finn et al. [40] in this special issue) may allow for the computation of a capacity for information modification—given the mechanism is known.

We would like to emphasize that maximizing synergy, or any other PID term, over possible input distributions is different from maximizing the same PID term via changes to the mechanism that yields the output, while keeping the input distributions fixed. This latter approach is considered in detail by the contribution of Rauh et al. [50] in this special issue.
4.5. On the Distinction between Information Modification and Noise

We emphasize that the definition of information modification used here (and first put forward in [11]) will not count information that is created de novo in an information processing element and then appears in its output. This is because modified information in the output has to be explained ultimately by the input to a processing element and the state (or history) of that element, taken together. This clearly does not hold for information just created independently of the processor’s history. In other words, the information created de novo is counted as output noise instead of as modified information by our definition of information modification—a property that we consider desirable for any measure of information modification.

4.6. On the Relation between Transfer Entropy and Information Modification

As introduced in Section 2.2, the transfer entropy between two processes \( X, Y \), where the variables \( Y_t, X_t \) carry the current values of the processes and the variables \( X^-, Y^- \) carry the past state information is defined as [2]:

\[
\text{TE}(X \rightarrow Y) = I(Y_t : X^- | Y^-). \tag{10}
\]

As first noted by Williams and Beer [20], the (conditional) mutual information on the right-hand side can be decomposed using a PID as well. As shown in Section 2.2, this conditional mutual information is composed of both a unique contribution from the source, and a synergistic contribution where the current value \( y_t \) is determined jointly—and not explainable in any simpler way—by the combination of past states \( x^- \) and \( y^- \), i.e., the input from \( X \) to \( Y \) and \( Y \)'s own history. (Of course, either component could be zero for a given distribution). Williams and Beer [10] suggested to call this synergistic part of the transfer entropy the (receiver) state dependent transfer entropy (SDTE) to highlight the interplay between sender and receiver in modifying the information. Obviously, such a subdivision of transfer is highly useful where computable. Naturally, the overlaps between the concepts of information modification and (multivariate) transfer entropy become more involved if \( Y \) receives more than one external input. What we label as information modification in this case would comprise the SDTE above, but perhaps not all of it, and also have additional contributions (see below and Figure 6).

This is a special case of the general effect that the synergistic components of a PID may change if additional inputs are considered, e.g., when the additional input on its own brings in information that is itself redundant with the information seen as synergistic between the other inputs. See, for example, the component labeled with \( \{X_2\} \{MX_1\} \) in Figure 6, which is synergistic when not considering \( X_2 \), but redundantly also provided by \( X_2 \) alone. In more detail, a PID may decompose the information provided by a larger set of sources into many different shared (redundant), unique and synergistic components between subsets of these inputs. These components are placed onto a lattice (a partial order) by some variants of PID measures (see Section 4.1).
4.7. New Research Perspectives in Neuroscience Based on PID and Information Modification

In closing, we would like to highlight the vast potential that PID and the analysis of information modification have both in understanding biological neural systems, and in designing artificial ones.

As detailed in [1], the comparison of shared vs. synergistic mutual information in the output of a neuron or neural network allows us to address directly issues of robust coding vs. maximizing coding capacity, and thereby helps us to understand fundamental design principles of biological networks.

Conversely, PID can also be used to define information theoretic goal functions and to derive local learning rules for neurons in artificial neural networks with unprecedented detail and precision as explicated in [17], extending popular information theoretic goal functions like infomax [51], or coherent infomax (see [52] and references therein). In particular, the formulation of novel PID estimators that no longer rely on an optimization step (see the work of Finn et al. [40] in this special issue) has seemingly removed remaining difficulties with an analytical treatment of this approach.

Moreover, the PID formalism lends itself easily to the analysis of both neural and behavioral data, enabling a direct comparison of the two. This will take our understanding of the relationship between neural activity and behavior beyond the level of an analysis of mere representations, i.e., beyond decoding representations of objects and intentions, to finding the loci of particular aspects of neural computation. For example, in a human performing a task requiring an XOR computation, one may look for hot-spots of synergistic mutual information in the system.

Ultimately, the ability to obtain a complete fingerprint of a neural computation in terms of active information storage, information transfer and, now, information modification makes it possible to identify algorithms implemented by a neural system—or at least strongly confines the search space. This finally allows to fully address the algorithmic level of understanding neural systems as formulated more than 30 years ago by David Marr ([53], also see [1]).

5. Conclusions

We used a recent extension of information theory here to measure where and when in a neural network information is not simply communicated through a channel but modified. The definition of information modification here builds on the concept of synergistic mutual information as introduced by Williams and Beer [10], and the measure defined by Bertschinger et al. [12]. We show that,
in the developing neural culture analyzed here, the contribution of synergistic mutual information rose as the network became more connected with development but ultimately dropped again as the activity became largely synchronized in bursts across the whole neural culture such that most mutual information was shared mutual information.
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